
There is a need for 
mid-level norms, 
standards and 
guidelines at the 
international level 
that may inform 
regional or national 
regulation to 
translate principles 
into practice
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Over the last five years, 117 
initiatives worldwide have 
published Artificial Intelligence 
(AI) ethics principles. Despite 
a skewed geographical scope 
(91 of these initiatives come 
from Europe and North Amer-
ica), the proliferation of such 
initiatives on AI ethics prin-
ciples is paving the way for 
building global consensus on 
AI governance. Notably, the 
38 OECD Member States have 
adopted the OECD AI Recom-
mendation, the  G20 has en-
dorsed these principles, and 
the Global Partnership on AI is 

operationalising them. UNES-
CO is furthermore developing 
a  Recommendation on the 
Ethics of AI that 193 countries 
may adopt in 2021.

An analysis of different principles 
revealed a high-level consensus 
around eight themes: (1) priva-
cy, (2) accountability, (3) safety 
and security, (4) transparency 
and explainability, (5) fairness 
and non-discrimination, (6) 
human control of technology, 
(7) professional responsibility, 
and (8) the promotion of 
human values. However, these 

https://aiethicslab.com/big-picture/
https://aiethicslab.com/big-picture/
https://www.oecd.org/going-digital/ai/principles/
https://www.oecd.org/going-digital/ai/principles/
https://oecd-innovation-blog.com/2020/07/24/g20-artificial-intelligence-ai-principles-oecd-report/
https://oecd-innovation-blog.com/2020/07/24/g20-artificial-intelligence-ai-principles-oecd-report/
https://gpai.ai/
https://en.unesco.org/artificial-intelligence/ethics
https://en.unesco.org/artificial-intelligence/ethics
https://dash.harvard.edu/handle/1/42160420
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ethical principles are  criti-
cised  for lacking enforcement 
mechanisms. Companies often 
commit to AI ethics principles 
to improve their public image 
yet give little follow-up on 
implementing them, an exercise 
termed as «ethics washing”. 
Evidence also  suggests  that 
knowledge of ethical tenets has 
little or no effect on whether 
software engineers factor 
ethics into the development of 
their products or services.

Defining principles is certain-
ly essential, but it is only a 
first step to developing eth-
ical AI governance. There is 
a  need  for mid-level norms, 
standards and guidelines at 
the international level that 
may inform regional or na-
tional regulation to translate 
principles into practice. This 
article discusses the need for 
AI governance to evolve past 
the “ethics formation” stage 
by implementing concrete and 
tangible steps, such as devel-
oping technical benchmarks 
and adopting risk-based reg-
ulation.

Recent Advances in AI 
Technologies
Artificial Intelligence is devel-
oping rapidly. The  2021 AI In-
dex report  notes four crucial 
technical advances that has-
tened the commercialisation 
of AI technologies:

	Î AI-Generated Content: 
AI systems can generate 
high-quality text, audio and 

visual content to a level that 
it is difficult for humans to 
distinguish between syn-
thetic and non-synthetic 
content.

	Î Image Processing: Comput-
er vision has seen immense 
progress in the past decade 
and is fast industrialising 
in applications that include 
autonomous vehicles.

	Î Language Processing: Nat-
ural Language Process-
ing (NLP) has advanced 
such that AI systems with 
language capabilities now 
have economic value 
through live translations, 
captioning, and virtual voice 
assistants.

	Î Healthcare and biolo-
gy: DeepMind’s Alpha-
Fold solved the decades-old 
protein folding problem 
using machine learning 
techniques.

These technological advanc-
es have social implications as 
well as economic value. For 
instance, the technology gen-
erating synthetic faces has 
rapidly improved. As shown in 
Figure 1, in 2014, AI systems 
produced grainy faces, but 
by 2017, they were generat-
ing  realistic synthetic faces. 
Such AI systems have led to 
the proliferation of  ‘deepfake’ 
pornography that overwhelm-
ingly targets women and has 
the potential to erode peo-
ple’s  trust  in the information 
and videos they encounter 
online. Some actors misuse 
the deepfake technology to 
spread online disinformation, 
resulting in adverse  impli-
cations  for democracy and 
political stability. Such devel-
opments have made AI gov-
ernance a pressing matter.

Challenges of AI 
Governance
These rapid advancements 
in the field of AI technolo-
gies have brought the need 
for better governance to the 
forefront. In thinking about 
AI governance, any  govern-
ments  worldwide are con-
cerned with enacting reg-
ulation that does not stifle 
innovation yet also provides 
adequate safeguards to pro-
tect human rights and funda-
mental freedoms.

Technology regulation is 
complicated because, until a 
technology has been exten-
sively developed and widely 

There is a need for 
mid-level norms, 
standards and 
guidelines at the 
international level 
that may inform 
regional or national 
regulation to 
translate principles 
into practice

https://arxiv.org/abs/1903.03425
https://arxiv.org/abs/1903.03425
https://www.technologyreview.com/2019/12/27/57/ai-ethics-washing-time-to-act/
https://arxiv.org/abs/1903.03425
https://www.nature.com/articles/s42256-019-0114-4
https://aiindex.stanford.edu/report/
https://aiindex.stanford.edu/report/
https://www.techopedia.com/definition/32309/computer-vision
https://www.techopedia.com/definition/32309/computer-vision
https://www.ibm.com/cloud/learn/natural-language-processing
https://www.ibm.com/cloud/learn/natural-language-processing
https://www.ibm.com/cloud/learn/natural-language-processing
https://medium.com/voice-tech-podcast/how-virtual-assistant-may-become-the-next-big-thing-eb895ebb4329
https://medium.com/voice-tech-podcast/how-virtual-assistant-may-become-the-next-big-thing-eb895ebb4329
https://deepmind.com/blog/article/AlphaFold-Using-AI-for-scientific-discovery
https://deepmind.com/blog/article/AlphaFold-Using-AI-for-scientific-discovery
https://arxiv.org/pdf/1802.07228.pdf
https://www.bbc.com/news/technology-42912529
https://www.bbc.com/news/technology-42912529
https://phys.org/news/2019-02-deepfake-videos-societyhere.html
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3213954
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3213954
https://ec.europa.eu/commission/presscorner/detail/en/QANDA_21_1683
https://ec.europa.eu/commission/presscorner/detail/en/QANDA_21_1683
https://techliberation.com/2018/08/16/the-pacing-problem-the-collingridge-dilemma-technological-determinism/
https://www.nature.com/articles/s42256-019-0114-4
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used, its impact on society is 
difficult to predict. However, 
once a technology is deeply 
entrenched and its effect on 
society is understood better, 
it becomes more challenging 
to regulate. This tension be-
tween providing free and un-
impeded technology develop-
ment while regulating adverse 
implications is termed the 
“Collingridge dilemma”.

David Collingridge, the author 
of the Social Control of Tech-
nologies, notes that when reg-
ulatory decisions have to be 
made before a technology’s 
social impact is known, con-
tinuous monitoring can help 
mitigate unexpected conse-
quences. Collingridge’s guide-
lines for decision-making un-
der ignorance can inform AI 
governance as well. These  in-
clude  choosing technology 
options with (1) low costs of 
failure, (2) short response 
times for responding to un-
anticipated problems, (3) low 
costs of remedying unintend-
ed errors, and (4) cost-effec-
tive and efficient monitoring.

Technical benchmarks 
for evaluating AI 
systems
Quantitative benchmarks are 
also necessary to address 
the ethical problems relat-
ed to bias, discrimination, 
lack of transparency, and ac-
countability in algorithmic de-
cision-making. The Institute 
of Electrical and Electronics 
Engineers (IEEE), through 
its  Global Initiative on Ethics 
of Autonomous and Intelligent 
Systems, is developing techni-
cal standards to address bias 
in AI systems. Similarly, in the 
United States, the  Nation-
al Institute of Standards and 
Technology (NIST) is develop-
ing standards for explainable 
AI based on  principles  that 
call for AI systems to provide 
reasons for their outputs in a 
manner that is understanda-
ble to individual users, explain 
the process used for gener-
ating the output, and deliver 
their decision only when the 
AI system is fully confident.

Going back to our previous 
example, there is already sig-
nificant progress in introduc-
ing benchmarks for the reg-
ulation of facial recognition 
technology. Facial recognition 
systems have a  large  com-
mercial market. They are used 
for various tasks, including law 
enforcement and border con-
trols. These tasks involve de-
tecting visa photos, matching 
photos in criminal databases, 
and detecting and removing 
child abuse images online.

However, facial recognition 
systems have been the cause 
of significant concern due to 
high error rates in detecting 

	¾ Figure 1: Increasingly realistic synthetic faces generated by variations on Generative Adversarial Networks (GANs). In order, the imag-
es are from papers by Goodfellow et al. (2014), Radford et al. (2015), Liu and Tuzel (2016), and Karras et al. (2017)

Facial recognition 
systems have 
been the cause of 
significant concern 
due to high error 
rates in detecting 
faces and impinging 
on human rights

https://books.google.fr/books/about/The_Social_Control_of_Technology.html?id=2q_uAAAAMAAJ&redir_esc=y
https://books.google.fr/books/about/The_Social_Control_of_Technology.html?id=hCSdAQAACAAJ&redir_esc=y
https://books.google.fr/books/about/The_Social_Control_of_Technology.html?id=hCSdAQAACAAJ&redir_esc=y
https://unesdoc.unesco.org/ark:/48223/pf0000372132
https://unesdoc.unesco.org/ark:/48223/pf0000372132
https://standards.ieee.org/industry-connections/ec/autonomous-systems.html
https://standards.ieee.org/industry-connections/ec/autonomous-systems.html
https://standards.ieee.org/industry-connections/ec/autonomous-systems.html
https://www.nist.gov/topics/artificial-intelligence/plan-federal-engagement-developing-ai-technical-standards-and-related
https://www.nist.gov/topics/artificial-intelligence/plan-federal-engagement-developing-ai-technical-standards-and-related
https://www.nist.gov/topics/artificial-intelligence/plan-federal-engagement-developing-ai-technical-standards-and-related
https://www.nist.gov/news-events/news/2020/08/nist-asks-ai-explain-itself
https://www.fortunebusinessinsights.com/industry-reports/facial-recognition-market-101061
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faces and impinging on human 
rights. Biases in such systems 
have adverse consequences 
for individuals, such as be-
ing  denied entry  at borders 
or being  wrongfully incarcer-
ated. In the United States, the 
NIST’s  Face Recognition Ven-
dor Test provides a benchmark 
to compare different commer-
cially available facial recogni-
tion systems›  performances 
by operating their algorithms 
on different image datasets.

Defining benchmarks for eth-
ical principles is an important 
step, however, in line with the 
Collingridge Dilemma, it needs 
to be complemented by risk 
assessments to mitigate ad-
verse social impacts. Risk as-
sessments would allow for 
the application of risk-propor-
tionate AI regulation instead 
of a reliance on blanket rules 
that may hinder technological 
development with unneces-
sary compliance burdens. The 
next blog post in this two-
part series will engage with 
some potential risk-based ap-
proaches to AI regulation. 

AI Risk Assessment 
Frameworks
Risk assessments can help 
identify which AI systems need 
to be regulated. Risk is deter-
mined  by the severity of the 
impact of a problem and the 
probability of its occurrence. 
For example, the risk profile 
of a facial recognition system 
to unlock a personal mobile 
phone would differ from a fa-

cial recognition system used 
by law enforcement. The for-
mer may be overall beneficial 
as it adds a privacy-protecting 
security feature. In contrast, 
the latter could have chilling 
implications on the freedom 
of expression and privacy. 
Therefore, the risk score for 
facial recognition systems is 
relative to their use and de-
ployment context. The follow-
ing are some of the approach-
es followed by various bodies 
in developing risk assessment 
frameworks for AI systems.

The European Union (EU)

The European Commission’s 
legislative proposal on Arti-
ficial Intelligence classifies AI 
systems by four levels of risk 
and outlines risk proportion-
ate regulatory requirements. 
The categories proposed by 
the EU include:

1.	Unacceptable Risk: The EC 
has proposed a ban on appli-
cations like social credit scor-
ing systems and real-time 

remote facial recognition 
systems in public spaces.

2.	High Risk: AI systems that 
harm the safety or funda-
mental rights of people are 
categorised as high-risk. 
The proposal prescribes 
some mandatory require-
ments for high-risk AI 
systems. 

3.	Limited Risk: When the 
risks associated with the AI 
systems are limited, only 
transparency requirements 
are prescribed.

4.	Minimal Risk: When the risk 
level is identified as minimal, 
there are no mandatory 
requirements, but the de-
velopers of such AI systems 
may voluntarily choose to 
follow industry standards.

Germany

In Germany, the  Data Ethics 
Commission  has proposed a 
five-layer criticality pyramid 
that requires no regulation at 
a low-risk level to a complete 
ban at high-risk levels (see 
Figure 2). The EU approach 
is similar to the German ap-
proach but differs in the num-
ber of levels.

The UK

The AI Barometer Report  of 
the Centre for Data Ethics and 
Innovation identifies some 
common risks associated with 
AI systems and some sec-
tor-specific risks. 

Risk assessments 
would allow for the 
application of risk-
proportionate AI 
regulation instead of 
a reliance on blanket 
rules

https://theconversation.com/ai-facial-analysis-is-scientifically-questionable-should-we-be-using-it-for-border-control-155474
https://www.nytimes.com/2020/06/24/technology/facial-recognition-arrest.html
https://www.nytimes.com/2020/06/24/technology/facial-recognition-arrest.html
https://www.nist.gov/programs-projects/face-recognition-vendor-test-frvt
https://www.nist.gov/programs-projects/face-recognition-vendor-test-frvt
https://pages.nist.gov/frvt/html/frvt11.html
https://www.nasa.gov/sites/default/files/atoms/files/s3001_guidelines_for_risk_management_-_ver_g_-_10-25-2017.pdf
https://www.nasa.gov/sites/default/files/atoms/files/s3001_guidelines_for_risk_management_-_ver_g_-_10-25-2017.pdf
https://ec.europa.eu/newsroom/dae/items/709090
https://ec.europa.eu/newsroom/dae/items/709090
https://ec.europa.eu/commission/presscorner/detail/en/QANDA_21_1683
https://ec.europa.eu/commission/presscorner/detail/en/QANDA_21_1683
https://ec.europa.eu/commission/presscorner/detail/en/QANDA_21_1683
https://www.bmjv.de/SharedDocs/Downloads/DE/Themen/Fokusthemen/Gutachten_DEK_EN.pdf?__blob=publicationFile&v=2
https://www.bmjv.de/SharedDocs/Downloads/DE/Themen/Fokusthemen/Gutachten_DEK_EN.pdf?__blob=publicationFile&v=2
https://www.gov.uk/government/publications/cdei-ai-barometer
https://www.gov.uk/government/organisations/centre-for-data-ethics-and-innovation
https://www.gov.uk/government/organisations/centre-for-data-ethics-and-innovation
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The common risks include:

1.	Algorithmic bias and 
discrimination

2.	Lack of explainability of AI 
systems

3.	Regulatory capacity of the 
State

4.	Breach in data privacy due 
to failure in user consent

5.	Loss of public trust in 
institutions due to 
problematic AI and data use
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The report identified that the 
severity of common risks var-
ies across different sectors 
like criminal justice, financial 
services, health and social 
care; digital and social me-
dia; and energy and utilities. 
For example, algorithmic bias 
leading to discrimination is 
considered high-risk in crim-
inal justice, financial services, 
health and social media but 
medium risk in energy and 
utilities. The risk assignment, 
in this case, was done through 
expert discussions. The UK’s 
approach has a strong sec-
tor specific focus. The overall 
sector level risk is ascertained 
based on a combination of 
multiple AI risk criteria.

The Organisation for 
Economic Co-operation and 
Development (OECD)

The preliminary  classification 
of AI systems  developed by 
the OECD Network of Experts’ 
working group on AI classifica-
tion has four dimensions:

1.	Context includes stake-
holders that deploy an AI 
system, the stakeholders 
impacted by its use and 
the sector in which an AI 
system is deployed.

2.	Data and inputs to an 
AI system influence the 
system›s outputs based on 
the data classifiers used, 
the source of the data, its 
structure, scale, and how it 
was collected.

3.	The type of algo-
rithms used in AI systems 
has implications for trans-
parency, explainability, 
autonomy and privacy.

4.	The kind of task to be 
performed and the type 
of output expected range 
from forecasting, content 
personalisation to detec-
tion and recognition of 
voice or images.

Applying this classification 
framework to different cases, 
from facial recognition sys-
tems and medical devices to 
autonomous vehicles, allows 
us to understand the risks 
under each dimension and 
design appropriate regulation. 
In autonomous vehicles, the 
context of transportation and 
its significant risk of accidents 
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	¾ Figure 2: Criticality pyramid and 
risk-adapted regulatory system 
for the use of algorithmic systems 
(Source: Opinion of the Data Eth-
ics Commission)
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increase the risk associated 
with its AI systems, and they 
are therefore considered a 
high-risk category requiring 
robust regulatory oversight.

Next steps in Risk-
Adaptive Regulation 
for AI
The four approaches to risk 
assessment discussed above 
are systematic attempts to 
understand AI-related risks 
and develop a foundation for 
downstream regulation that 
can address risks without be-
ing overly prescriptive. With 
these examples in mind, na-
tional level initiatives could 
improve their AI governance 
by focusing on the following:

1.	AI Benchmarking: AI systems 
need continuous develop-
ment and updating of tech-
nical benchmarks to assess 
their performance under dif-
ferent contexts with respect 
to AI ethics principles.

2.	Risk Assessments of AI 
applications: Risk assess-
ments of AI systems re-
quire development of use 
cases of different AI ap-
plications under different 
combinations of contexts, 
data and inputs, AI models 
and outputs.

3.	Systemic Risk Assess-
ments: There is a need 
for systemic risk assess-
ment in contexts where AI 
systems interact with one 
another.  For example, in fi-
nancial markets, different 
AI algorithms interact with 

each other, and in certain 
situations, their interac-
tions could cascade into a 
market crash.

Once AI risks are better under-
stood, proportional regulatory 
approaches should be devel-
oped and subjected to Reg-
ulatory Impact Analysis (RIA). 
The OECD  defines  RIA as a 
“systemic approach to critical-
ly assessing the positive and 
negative effects of proposed 
and existing regulations and 
non-regulatory alternatives”. 
RIAs can guide governments in 
understanding if the proposed 
regulations are effective and 
efficient in achieving the de-
sired objective. Such impact 
assessments are good regula-
tory practice and will become 
increasingly relevant as more 
countries work towards de-
veloping their own national AI 
legislations.

Given the globalised nature 
of different AI services and 
products, countries should 
also develop their national 
level regulatory approaches 
to AI in conversation with one 
another. Importantly, these 
dialogues at the global and 
national level must be multi-
stakeholder driven to ensure 
that different perspectives 
inform any ensuing regula-
tion. Collectivised knowledge 
and coordination will lead to 
overall benefits by ensuring 
AI develops in a manner that 
is both ethically aligned and 
provides a stable environ-
ment for innovation and inter-
operability.

Once AI risks are 
better understood, 
proportional 
regulatory 
approaches should 
be developed 
and subjected to 
Regulatory Impact 
Analysis

https://aiindex.stanford.edu/report/
https://aiindex.stanford.edu/report/
https://www.wired.com/2010/12/ff-ai-flashtrading/
https://www.wired.com/2010/12/ff-ai-flashtrading/
https://www.oecd.org/regreform/regulatory-policy/ria.htm
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